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igh-order time discretizations in seismic modeling
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ABSTRACT

Seismic modeling plays an important role in explor-
ation geophysics. High-order modeling schemes are in
demand for practical reasons. In this context, I present
three kinds of high-order time discretizations: Lax-Wendroff
methods, Nyström methods, and splitting methods. Lax-
Wendroff methods are based on the Taylor expansion and the
replacement of high-order temporal derivatives by spatial
derivatives, Nyström methods are simplified Runge-Kutta
algorithms, and splitting methods comprise substeps for one-
step computation. Based on these methods, three schemes
with third-order and fourth-order accuracy in time and
pseudospectral discretizations in space are presented. I also
compare their accuracy, stability, and computational com-
plexity, and discuss advantages and shortcomings of these al-
gorithms. Numerical experiments show that the fourth-order
Lax-Wendroff scheme is more efficient for short-time simu-
lations while the fourth-order Nyström scheme and the third-
order splitting scheme are more efficient for long-term
computations.

INTRODUCTION

Seismic modeling is an important foundation of seismology.
ased on the scalar wave equation or elastic wave equation, seismic
odeling can produce synthetic seismograms, which play a key role

n seismic interpretation and exploration. Seismic modeling meth-
ds can be classified into three main categories: direct methods, inte-
ral-equation methods, and ray-tracing methods. Each method cate-
ory has its advantages and shortcomings. A good review of these
ethods is given by Carcione et al. �2002�.
High-accuracy seismic modeling schemes become more impor-

ant as computing capacity increases. Numerical schemes for direct
ethods of seismic modeling involve discretizations of both space

nd time variables. Spatial discretizations have been explored exten-
ively, and three approaches have been developed: finite-difference
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ethods �Alford et al., 1974; Kelly et al., 1976�, pseudospectral
ethods �Gazdag, 1981; Kosloff and Baysal, 1982�, and finite-ele-
ent methods �Marfurt, 1984�. Some combinations of these meth-

ds are also available, such as spectral-element methods �Kom-
titsch and Vilotte, 1998� and finite-volume methods �Dormy and
arantola, 1995�.
On the other hand, temporal discretizations are relatively less

tudied. Most of the numerical schemes use second-order finite-dif-
erence time discretization. However, for typical time-step size, time
iscretization exhibits severe dispersion errors for long-time simula-
ions �Chen, 2006�. Current studies in seismology usually need
arge-scale and long-time seismic modeling; therefore, high-order
ime discretizations are in demand.

Three kinds of approaches for high-order time discretizations are
vailable: Lax-Wendroff methods, Nyström methods, and splitting
ethods. Lax-Wendroff methods use spatial derivatives to replace

igh-order time derivatives �Dablain, 1986�. Nyström methods are
implified Runge-Kutta algorithms that take advantage of the spe-
ial form of the wave equation �Hairer et al., 1993; Chen, 2006�.
ased on vector-field decomposition, splitting methods consist of

everal substeps for one computational step �Qin and Zhang, 1990;
oshida, 1990�.
In the next section, using pseudospectral spatial discretizations, I

resent the three methods for time discretization. This is followed by
n analysis of their accuracy, stability, and computational complexi-
y. I then perform numerical experiments to demonstrate the present-
d algorithms.

HIGH-ORDER TIME DISCRETIZATIONS

Seismic modeling is based on the scalar wave equation or the elas-
ic wave equation. Because I am dealing mainly with time discretiza-
ions, I will use the scalar wave equation in two spatial dimensions
or the sake of simplicity. For the case of an elastic wave equation or
or three spatial dimensions, similar results can be obtained in a sim-
lar way. For the spatial discretization, I use pseudospectral methods
or which errors mainly arise from the time discretization. Pseu-
ospectral methods for modeling the scalar wave equation are pre-
ented by Gazdag �1981�. The main point of pseudospectral methods
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SM116 Chen
s to express the wavefield under consideration in terms of a com-
lete set of orthogonal basis functions whose derivatives are known
xactly. In practice, Fourier pseudospectral methods are usually em-
loyed.

Consider the scalar wave equation,

�2u

�t2 = c2� �2u

�x2 +
�2u

�z2 � , �1�

here u�x,z,t� is the wavefield and c�x,z� is the velocity. Let u
�u1,1, . . . ,uNx,Nz

�T, where T represents the transpose and ui,l are the
avefield values at discrete locations, i.e., ui,l �u�i�x,l�z,t�, i
1, . . . ,Nx; l = 1, . . . ,Nz. Here, �x and �z are grid increments in the

- and z-directions, and Nx and Nz are the number of grid lines in the
- and z-directions, respectively. The semidiscrete equation result-
ng from the pseudospectral method for equation 1 is

d2u

dt2 = c2F−1�w * F�u�� , �2�

here F and F−1 represent 2D forward and inverse finite Fourier
ransforms, respectively, and w = �w1,1, . . . ,wNx,Nz

�T with wi,l =
�kxi

2 + kzl

2�, where kxi
and kzl

are discrete wavenumbers in the x- and
-directions, respectively. The star * denotes array multiplication
etween vectors. For example, suppose that p = �p1,p2, . . . ,pm� and
= �q1,q2, . . . ,qm�, then p*q = �p1q1,p2q2, . . . ,pmqm�.

ax-Wendroff methods

Based on Taylor expansions, Lax-Wendroff methods use spatial
erivatives to replace high-order time derivatives �Dablain, 1986;
arcione et al., 2002�:

un+1 − 2un + un−1

��t�2 = c2� �2un

�x2 +
�2un

�z2 �
+ 2�

j = 2

J
��t�2j−2

�2j�!
�2jun

�t2j , �3�

here un �u�x,z,n�t� and �t is the time-step size. The second-order
ime derivative is provided by equation 1, and the higher-order time
erivatives are obtained by the following recursive formula:

�2jun

�t2j = c2� �2

�x2 +
�2

�z2� �2j−2un

�t2j−2 . �4�

cheme 3 has an accuracy of O���t�2J�. Taking J = 2, I obtain a
ourth-order scheme:

un+1 − 2un + un−1

��t�2 = c2� �2un

�x2 +
�2un

�z2 � +
c2��t�2

12

�� �2

�x2 +
�2

�z2�	c2� �2un

�x2 +
�2un

�z2 �
 .

�5�
sing pseudospectral spatial discretization, scheme 5 becomes

un+1 − 2un + un−1

��t�2 = c2F−1�w * F�un�� +
c2��t�2

12

�F−1�w * F�c2F−1�w * F�un���� ,

�6�

here the additional starting value un can be obtained through the
ollowing Taylor expansion:

u�n�t� = �
i = 0

4
�iu��n − 1��t�

�ti

��t�i

i!
. �7�

ere, the high-order time derivatives are obtained in the same way as
n scheme 3.

yström methods

The basic idea of Nyström methods is as follows: First, introduce
new variable to reduce the second-order wave equation to an

quivalent first-order system; then apply Runge-Kutta methods to
he first-order system and simplify by taking advantage of the special
orm of the first-order system �Nyström, 1925; Hairer et al., 1993�.

ANyström method for equation 2 reads

Vi = c2F−1	w * F�un + di�tvn + ��t�2�
j = 1

s

aijV j�
 ,

i = 1,2, . . .,s ,

un+1 = un + �tvn + ��t�2�
i = 1

s

b̄iVi,

vn+1 = vn + �t�
i = 1

s

biVi, �8�

here v = du/dt, un �u�n�t�, vn �v�n�t�, un+1 �u��n + 1��t�,
n+1 �v��n + 1��t�, and di, aij, b̄i, and bi are constants. Here, s refers
o the number of the auxiliary variables Vi in equation 8.

Now I recall the definition about scheme order �Hairer et al.,
993�. Denote z = �u,v�T. Let z��n + 1��t� = �u��n + 1��t�,v��n
1��t��T be the true solution to equation 2 and zn+1 = �un+1,vn+1�T be

he numerical solution to equation 2 obtained with scheme 8. If the
ollowing inequality holds,

z��n + 1��t� − zn+1 � K��t�p+1, �9�

hen scheme 8 has order p. Here,  .  denotes a norm and K is a
onstant.

To obtain a scheme of order p, I calculate the Taylor series for both
��n + 1��t� and zn+1 and make the two Taylor series coincide up to
he term ��t�p. This procedure results in algebraic equations satisfied
y di, aij, b̄i, and bi, which are called order conditions. The number of
lgebraic equations �and therefore the coefficients� increases with
he order. In deriving the Taylor series, I need to calculate the high-
rder derivatives of the composite functions. Usually, it is very com-
licated and troublesome to calculate the high-order derivatives di-
ectly. By establishing a relationship between derivatives and their
raphical representations �tree�, the order conditions can be derived
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High-order time discretizations SM117
asily. By solving these algebraic equations, I can obtain the corre-
ponding methods. For details, see Hairer et al. �1993�.

I also consider a fourth-order explicit Nyström method �Qin and
hu, 1991�:

V1 = c2F−1�w * F�un + d1�tvn�� ,

V2 = c2F−1�w * F�un + d2�tvn

+ a21��t�2V1�� ,

V3 = c2F−1�w * F�un + d3�tvn + a31��t�2V1

+ a32��t�2V2�� ,

un + 1 = un + �tvn + ��t�2�b̄1V1 + b̄2V2

+ b̄3V3� ,

vn + 1 = vn + �t�b1V1 + b2V2 + b3V3� , �10�

here

d1 =
3 + �3

6
, d2 =

3 − �3

6
, d3 =

3 + �3

6
,

b̄1 =
5 − 3�3

24
,

b̄2 =
3 + �3

12
, b̄3 =

1 + �3

24
, b1 =

3 − 2�3

12
,

b2 =
1

2
, b3 =

3 + 2�3

12
,

a21 =
2 − �3

12
, a31 = 0, a32 =

�3

6
. �11�

cheme 10 is an explicit algorithm; therefore, I have a11 = a12 = a13

a22 = a23 = a33 = 0.

plitting methods

Based on vector-field decomposition, splitting methods consist of
everal substeps for one-step computation �Yoshida, 1990; Qin and
hang, 1990�.Asplitting method for equation 2 reads as follows:

vs�i� = vs�i − 1� + pi�tc2F −1�w * F�us�i−1��� ,

us�i� = us�i − 1� + qi�tvs�i�, i = 1,2, . . .,I , �12�

here the superscripts s�i� denote the intermediate results and us�0�

un �u�n�t�, vs�0� = vn �v�n�t�, us�I� = un+1 �u��n + 1��t�, and
s�I� = vn+1 �v��n + 1��t�. This means I need to compute I substeps
o obtain the results for time level n + 1 from that of time level n. The
oefficients pi and qi determine the accuracy of the splitting method.
take I = 3 and consider a third-order method �Ruth, 1983�:

vs�1� = vn + p1�tc2F −1�w * F�un�� ,

us�1� = un + q1�tvs�1�,

vs�2� = vs�1� + p2�tc2F −1�w * F�us�1��� ,

us�2� = us�1� + q �tvs�2�,
2
vn+1 = vs�2� + p3�tc2F −1�w * F�us�2��� ,

un+1 = us�2� + q3�tvn+1, �13�

here p1 = 7/24, p2 = 3/4, p3 = −�1/24�, q1 = −�2/3�, q2 = −2 � 3,

3 = 1.

ACCURACY, STABILITY, AND
COMPUTATIONAL COMPLEXITY

In this section, I discuss the accuracy, stability, and computational
omplexity of schemes 6, 10, and 13.

ccuracy and stability

Both schemes 6 and 10 have a fourth-order accuracy in time:
���t�4�. Scheme 13 has a third-order accuracy in time: O���t�3�.
ecause I use pseudospectral spatial discretization, the spatial accu-

acy is of exponential order O�exp��x�� �Fornberg, 1996�. There-
ore, the total accuracy of schemes 6 and 10 is O���t�4 + exp��x��;
or scheme 13, it is O���t�3 + exp��x��.

I take �x = �z = h and denote that the Courant number as r
c�t/h. Using the standard spectral analysis technique �Kosloff

nd Baysal, 1982�, I can obtain the following stability limits for the
hree schemes:

r � 0.7797 for scheme 6,

r � 0.5826 for scheme 10,

r � 0.5645 for scheme 13. �14�

omputational complexity

The main computational cost in schemes 6, 10, and 13 comes from
he evaluation of pairs of fast Fourier transforms �FFTs� �forward
nd inverse�. They involve 2, 3, and 3 pairs of FFTs, respectively.
herefore, the computational complexities of schemes 6, 10, and 13
re 4NxNzlog2�NxNz�, 6NxNzlog2�NxNz�, and 6NxNzlog2�NxNz�, re-
pectively.

Scheme 6 has less computational complexity, but it needs evalua-
ion of the additional starting values through the Taylor expansion 7.
nother shortcoming of scheme 6 is that it involves spatial deriva-

ives of the velocity explicitly. Therefore, it is necessary to discretize
he spatial derivative of the velocity, and this discretization may re-
ult in some problems for discontinuous media �Kelly et al., 1976�.
n the other hand, schemes 10 and 13 do not need the evaluation of

he additional starting values and involve no spatial derivatives of
he velocity explicitly. Another advantage of schemes 10 and 13 is
hat they are symplectic algorithms, which have good performance
or long-time simulations �Chen, 2006�. See Appendix A for an in-
roduction to symplectic algorithms.

NUMERICAL EXPERIMENTS

In this section, I perform numerical experiments to test the pre-
ented schemes. Like Gazdag �1981�, I use the initial conditions:
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u�x,z,0� = exp�− a2�x2 + �z − z0�2��

and
�u�x,z,0�

�t
= 0, �15�

where z0 is a constant that indicates the position of
the source and a is a constant determining the
width of the pulse. As demonstrated in Gazdag
�1981�, I set a�x = 0.5 to guarantee the reflected
signal quality.

In the experiments, I take �x = �z = 50 m, a
= 0.01 and use periodic boundary conditions. The
first example is an inhomogeneous medium that
consists of three regions with velocities of 1000,
2000, and 3000 m/s, respectively. There are two
interfaces: one is straight; the other is curved
�Figure 1a�. The source is set at �x = 0 m, z
= 200 m�. I take �t = 0.006. Figure 1b–d shows
the wavefields at t = 1.86 s computed with
schemes 6, 10, and 13, respectively. The wave-
field consists of the incident wave, two reflected
waves, and two transmitted waves. The three re-
sults have almost the same performance, and they
give a qualitatively correct simulation of reflec-
tion and transmission phenomena.

The second example compares schemes 6, 10,
and 13. In this case, I choose a homogeneous me-
dium with a velocity of 3000 m/s for simplicity
and clarity. I also consider a commonly used sec-
ond-order scheme �Gazdag, 1981�:

un+1 − 2un + un−1

��t�2 = c2F −1�w * F�un�� .

�16�

Figure 2 shows the impulse responses at t
= 1.8 s computed by schemes 6, 10, 13, and 16.
The source is set at �x = 0 m, z = 3200 m�, and
�t = 0.006. The result computed with scheme 16
starts to exhibit dispersion errors, although the
other three results suffer no such errors. This is
because scheme 16 has low accuracy in time. The
CPU time for schemes 6, 10, and 13 is 3.93, 6.77,
and 5.24 s, respectively, approximately agreeing
with the computational complexity of the three
schemes. The evaluation of the variable v in
scheme 10 is more complex than that in scheme
13, although schemes 10 and 13 have the same es-
sential computational complexity. Figure 3
shows the impulse responses at t = 18 s. For this
computational time, the wavefront computed
with scheme 16 has blurred badly, although the
wavefronts computed with schemes 6, 10, and 13
are still sharp.

To reduce the dispersion errors computed with
scheme 16, I can use a smaller time-step size.
However, the overall computational cost �there-
fore, CPU time� of scheme 16 with a smaller
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ime-step size will be much higher than scheme 10 with a larger
ime-step size for long-time simulations. This issue is discussed in
etail in Chen �2006�.

Now I perform a further comparison with the results shown in Fig-
re 2. For this purpose, I plot the amplitude curves at a fixed point �x
−1600 m, z = 1600 m� in Figure 4a. Note a discrepancy between

he amplitude curve computed with scheme 16 and the amplitude
urves computed with the other schemes. However, the amplitude
urves computed with schemes 6, 10, and 13 are indistinguishable
n this plot. From the enlarged portion of Figure 4a, the ampli-
ude curves computed with scheme 6 �blue curve� can be distin-
uished from the amplitude curves computed with scheme 10 and 13
Figure 4b�.

To make careful comparisons of the amplitude curves computed
ith the three schemes 6, 10, and 13, I plot their amplitude curves for
longer simulation �1000 time steps� �see Figure 4c� and its enlarged
ortion Figure 4d. From Figure 4d, I see that the three amplitude
urves can be distinguished from one another. However, something
nusual happens. The amplitude curves computed by the third-order
cheme 13 �green curve� and the fourth-order scheme 10 �red curve�
re closer to each other. According to the accuracy, the amplitude
urves computed with fourth-order scheme 6 �blue curve� and
ourth-order scheme 10 �red curve� should have been closer to each
ther.

To explain this phenomenon, I add an amplitude curve that is com-
uted with scheme 6 with a smaller time-step size �t = 0.003 s
black curve�; see Figure 4e and its enlarged portion Figure 4f. In
igure 4f, the green curve is closer to the black curve than the blue
urve is. This indicates that for this simulation time �6 s�, the third-
rder scheme 13 is more accurate than the fourth-order scheme 6. I
an explain this as follows: Although the fourth-order scheme 6
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s more accurate than the third-order scheme 13 for one time step, the
rror growth of the former is faster than the later as time steps in-
rease.

Apossible explanation for the slower error growth of scheme 13 is
hat scheme 13 is a symplectic algorithm and symplectic algorithms
ave slower error growth than nonsymplectic ones �see Appendix
�. Scheme 10 is also a symplectic algorithm �Qin and Zhu, 1991;
hen, 2006�. The fourth-order scheme 10 is closer to the black curve

han the third-order scheme 13 because it has greater accuracy. For
his simulation time �6 s� and similar accuracy, scheme 10 with a
ime-step size of �t = 0.006 s is more efficient than scheme 6 with a
maller time-step size of �t = 0.003 s because their total computa-
ional complexities are 3000 and 4000 pairs of FFTs, respectively.

In the final numerical example, I test the two fourth-order
chemes 6 and 10 on the Marmousi model �Figure 5�. In this exam-
le, the initial conditions are taken as

u�x,z,0� = 0, and
�u�x,z,0�

�t
= 0. �17�

employ a commonly used Ricker wavelet with a peak frequency
f 25 Hz �Reshef et al., 1988�. The Ricker wavelet is placed at
= 6000 m and z = 1200 m. I set �x = 12.5 m, �z = 4 m, and �t
0.0002 s. Figure 5 illustrates wavefields at t = 0.36 s computed
ith these two schemes. The two wavefields are almost the same.
owever, making the same comparison as in the homogeneous case,
ne can see that scheme 10 is more accurate than scheme 6 for the
ame time-step sizes. To achieve the same accuracy with these two

2000
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(m) Figure 3. Impulse responses at t = 18 s computed

with schemes 16�a�, 6�b�, 10�c�, and 13�d�.
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SM120 Chen
chemes, one must use a smaller time-step size for scheme 6. For
revity, I have not shown the corresponding plots, which are similar
o those in Figure 4.

CONCLUSIONS

I have presented three modeling schemes with high-order time
iscretizations and spatial pseudospectral discretizations. The Lax-
endroff scheme has better stability but needs evaluation of addi-

ional starting values. It also involves the spatial derivatives of ve-
ocity explicitly. The Nyström scheme and the splitting scheme need
o additional starting values and involve no spatial derivatives of ve-
ocity explicitly. For short-time simulations, the fourth-order Lax-

endroff scheme is more efficient. For long-time simulations, the
ourth-order Nyström scheme and the third-order splitting scheme
re more efficient.
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igure 4. Amplitude curves at a fixed point �x =
1600 m, z = 1600 m�. �a�Amplitude curves com-
uted with schemes 16 �black curve�, 6 �blue
urve�, 10 �red curve�, and 13 �green curve�. �b� En-
arged portion of �a�. �c�Amplitude curves comput-
d with schemes 6 �blue curve�, 10 �red curve�, and
3 �green curve� for a longer simulation time �6 s�.
d� Enlarged portion of �c�. �e� Additional ampli-
ude curve computed with scheme 6 with a smaller
ime-step size �t = 0.003 s added �black curve�.
f� Enlarged portion of �e�.
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APPENDIX A

SYMPLETIC ALGORITHMS FOR
HAMILTONIAN SYSTEMS

In this appendix, I present the symplectic algorithms for Hamil-
onian systems. For details, see Sanz-Serna and Calvo �1994� and
airer et al. �2002�.
AHamiltonian system reads

dp

dt
= −

�H�p,q�
�q

,

dq

dt
=

�H�p,q�
�p

, �A-1�

here p = �p1,p2, . . . ,pn� is the generalized coordinate, q =
q1,q2, . . . ,qn� is the generalized momentum, and H�p,q� is the
amiltonian function.
Suppose that the solution to the Hamiltonian system A-1 is Z
F�Z0�, where Z = �p�t�,q�t��T and Z0 = �p�0�,q�0��T. Here, T rep-

esents the transpose of matrices. The solution Z = F�Z0� satisfies

	 �F

�Z0

J	 �F

�Z0

T

= J, where J = 	 0 I

− I 0

 .

�A-2�

ere, ��F/�Z0� is the Jacobian of the vector-valued function F�Z0�
nd I is the n�n identity matrix. A function satisfying the above
quality is called a symplectic mapping. Therefore, the true solution
f a Hamiltonian system is a symplectic mapping.

Anumerical method for Hamiltonian systems is called a symplec-
ic algorithm if the resulting numerical solution is also a symplectic

apping. The numerical solution obtained by a symplectic algo-
ithm exactly satisfies a perturbed Hamiltonian system. This proper-
y guarantees that symplectic algorithms have slower error growth
nd possesses remarkable capability in preserving conservative
uantities. Therefore, symplectic algorithms play an important role
n high-accuracy or long-time numerical simulations. In the follow-
ng, I present three kinds of symplectic algorithms.

ymplectic Runge-Kutta methods

I apply a Runge-Kutta method to the Hamiltonian system A-1 and
btain

Pi = pn − �t�
j = 1

s

aij
�

�q
H�P j,Q j� ,

Qi = qn + �t�
j = 1

s

aij
�

�p
H�P j,Q j� ,

pn+1 = pn − �t�
i = 1

s

bi
�

�q
H�Pi,Qi� ,

qn+1 = qn + �t�
i = 1

s

bi
�

�p
H�Pi,Qi� . �A-3�

f the coefficients in scheme A-3 satisfy
biaij + bjaji − bibj = 0, i, j = 1, . . .,s , �A-4�

hen scheme A-3 is a symplectic algorithm.

ymplectic Nyström methods

Scheme A-3 is implicit. If the Hamiltonian function in system A-1
as the special form

H�p,q� =
1

2
ppT + V�q� , �A-5�

hen I can obtain explicit symplectic Nyström methods. A Nyström
ethod for system A-1 reads

Qi = −
�

�q
V�qn + di�tpn + ��t�2�

j = 1

s

aijQ j� ,

i = 1,2, . . .,s ,

qn+1 = qn + �tpn + ��t�2�
i = 1

s

b̄iQi,

pn+1 = pn + �t�
i = 1

s

biQi. �A-6�

f the coefficients in scheme A-6 satisfy

b̄i = bi�1 − di�, i = 1, . . .,s ,

bi�b̄j − aij� = bj�b̄i − aji�, i, j = 1, . . .,s , �A-7�

hen scheme A-6 is a symplectic algorithm. Based on the above crite-
ion, one can show that scheme 10 is a symplectic algorithm.

ymplectic splitting methods

If the Hamiltonian function in system A-1 has the separable form

H�p,q� = F�p� + G�q� , �A-8�

ne can obtain symplectic splitting methods. A symplectic splitting
ethod for system A-1 reads

ps�i� = ps�i−1� − ei�t
�

�q
G�qs�i−1�� ,

qs�i� = qs�i−1� + di�t
�

�p
F�ps�i�� , �A-9�

i = 1,2, . . .,I ,

here the superscripts s�i� denote the intermediate results and where
s�0� = pn, qs�0� = qn, ps�I� = pn+1, and qs�I� = qn+1. I list some sym-
lectic splitting methods as follows:

Second order: s = 2 e1 = e2 =
1

2
, d1 = 1, d2 = 0;

Third order: s = 3 e1 =
7

24
, e2 =

3

4
, e3 = −

1

24
,

d1 =
2

3
, d2 = −

2

3
, d3 = 1;
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Fourth order: s = 4 e1 = e4 =
1

2�2 − 21/3�
,

e2 = e3 =
1 − 21/3

2�2 − 21/3�
,

d1 = d3 =
1

2 − 21/3 , d2 = −
21/3

2 − 21/3 , d4 = 0.

ntroducing a new variable v = du/dt, I can cast the second-order
quation 2 into a Hamiltonian system �Chen, 2006�. Therefore, I can
evelop the corresponding symplectic algorithms.
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